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Abstract — Recent disasters have highlighted the problems of operational and maintcnance
errors, as well as the underlying management and organisational problems. This paper aims 1o
illustrate some of the reasons for quantifying human error and the problems encountered 1n
trying to do so. Rather than attempting to examine the subject in depth, the intention is 1o
present an overview of some of the central issues.

What is human error?

Human beings, by virtue of their behavioural variability, have an enormous
capacity to learn and to adapt to their environment. There are many work
situations, however, where human activity in the work environment must be
constrained because variability in behaviour cannot be tolerated by the system —
for instance, in the operation of a hazardous chemical plant. These constraints
may take the form of rules and procedures.

Human error might therefore be defined in the context of the person operating
in an intolerant system. Human error is frequently given as a cause of failure in
a system wherc human action (or inaction) has exceeded system tolerances and
resulted in some undesirable consequence.

Some definitions of error examine internal human mechanisms. An example 1S
Reason’s ‘slips’ and ‘mistakes’ (REASON, 1987):

. Slips  — departures of action from intention or execution failures (eg.

attention slips in routine actions);

« Mistakes — errors in which the action may run according to plan, but

where the plan is inadequate to achieve its desired outcome
(eg. selecting an incorrect procedure duc (0 an incorrect diag-
nostic inference.

Others provide a definition in terms of cxternal modes of functioning, such as
Swain and Guttmann’s classification of incorrect human outputs (SWAIN and
GUTTMANN, 1983):

« Errors of omission — omilts cntire task;
— omils a step in a task.
« Errors of commission — sclection crror (sclects wrong control, mis-

positions control or issucs wrong command);
— crror ol sequence;
— time crror (100 carly, (0o late);
— qualitative crror (100 httle, 100 much).
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We should include 1n this list ‘extrancous acts’ or ‘wilful violations’. These

arc acuons taken by an operator outside the usual procedures, as happened at
Chernobyl.

RASMUSSEN (1987) points out that these external modes of malfunction are
the first elements of man-system mismatch encountercd when backtracking a
course of cvents to identify the causes of an unacceptable incident (eg. the
rclease of a hazardous chemical).

It is these extecrnal modes of behaviour that are gencrally the focus of quanti-
fication. However, the classification of error in these terms is severely limiting
without consideration of causes. It is important to understand why human crrors

occur, not only in order to quantify them but also to reduce their likclihood of
occurrcnce if unacceptably high.

Why quantify human error?

It was pointed out in a recent letter to Loss Prevention Bulletin (BOND, 1990)
that this could be the ‘Human Factors’ decade. Human error in industrics where
human and hardware failures can cause loss of life is a very topical subject.
Many recent disasters have highlighted the problems of operational and mainten-
ance errors, and also the underlying management and organisational problems
(eg. King’s Cross, Zeebrugge, the Challenger space shuttle, Clapham Junction
and Chernobyl). It is important to estimate how likely accidents with such
serious consequences are and, particularly, how they could occur.

Human error as a direct cause of failure is a significant contributor to
accidents. FIGURE 1 (from BELLAMY et al, 1989) shows the percentage
contribution of different direct causes of pipework failures, expressed as a
percentage of known causes. Operator error (for operations, maintenance,
testing, etc. activities) accounted for 31% of known causes and was the largest
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Figure 1
Breakdown of known direct cause contributions to pipework failure
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contributor. Thesc crrors were principally failures to clear or isolate pipcwork
from hazardous materials before working on it (24% of operator crror causcs)
and incorrcct scuting of cquipment status, such as valves and pumps (17% of
operalor Crror causcs).

Some systems have several lines of defence against the realisation of hazards
such that a singlc crror should not produce disastrous consequences. However,
different combinations of human crrors and hardwarce failures can form adverse
configurations such that there are various routcs to an accident and its
consequences. Somctimes crrors can become latent in a system becausc they
have no immediatcly observable adverse consequences — thercby contributing to
accidents ‘waiting 1o happen’.

To give an example of such latency, a study of 17 computerised process
control system incidents (BELLAMY and GEYER, 1988) indicated that, in 10 of
the incidents, operators had been working on inadequate or incorrectly supplied
information. For only two of the incidents had operators actually made errors in
diagnosing abnormal conditions when the supply of information was adequatc.
Latent information problems included:

« man-machine intcrface not displaying actual plant status;

« crrors in installing instrumentation;

« alarm disabled during maintenance;

« failure to supply an alarm in the design.

Because the human operator can act as a linc of defence against failurc con-
sequences — for cxample, by detecting and correcting a failure which could lead
to a release of a hazardous chemical — it is as important to design, review and
test the human support aspects of the system at least as well as is done for
hardware and other cngineered aspects. Human errors when a system is in an
abnormal state can be disastrous — for instance, the Three Mile Island nuclear
accident in 1979, when operators cut off the emergency coolant, and the Bocing
737 crash on the M1 motorway near Kegworth in January 1989 when the wrong
engine was shut down.

In summary, then, one reason for quantifying error is that it helps to identify
where, for hazardous operations, the potentiai for human errors with adverse
consequences must be addressed in improving safcty and reliability. Another
recason is that, as a contributor to failure or inability to control an incident,
human error probabiiity affccts the likelihood of outcomes of an incident and
this information is an important contributor in the overall assessment of whether
a system is acceptable.

Human error and risk assessment

In attempting to quantify thc human errors that may occur in a potcntially
hazardous system, for the purposes of risk assessment one is trying 10 provide
data on this human contribution to the risk picture, where the risk is represented
by the likelihood of the realisation of the hazards together with the possible
outcomes of diffcrent degrees of scverity.

If the likelihood of a train driver passing a stop signal is asscssed as being
high, onc might look for possible ways of improving the system (o reducce this
likclihood, such as:
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improved visibility of the signal (eg. location, brightness, size):
additional warning information (eg. audible signals):

» dnver selection and training.

These are all “human factors’ approaches. However, if it is not possible to
reduce the error likelihood significantly, the designer might examine ways of
reducing the consequence likelihood, such as the introduction of automatic
devices for stopping or re-routeing the train after it has passed the stop signal.

Usually the design of technology and procedures in hazardous industries
address the reduction of the likelihood of both causes and consequences of
failure. Risk must be reduced to a level which is ‘acceptable’. If risk outwei ghs
benefit or the cost of reducing risk is too high then a particular activity might be
rejected as being unacceptable.

Risk is the likelihood that an event will happen and lead to adverse
consequences — for example, the likelihood per car journey of having a tyre
blowout and dying as a result. However, the car driver who voluntarily takes a
risk does not make a formal assessment of how likely she/he is to die during a
particular journey although, if asked, may be able 10 express her/his evaluation
quantitatively (eg. a 1 in 10,000 chance of dying). Perception of risk may be
based on a number of factors such as ...

» annual road death figures;

+ Jjudgement of driving ability;
knowledge of route;
evaluation of car condition;

+ hazards encountered on route taken;
> elc.

... rather than a detailed analysis and synthesis of the many components of the
risk picture, some of which are shown in FIGURE 2.

POSSIBLE POSSIBLE
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CAUSE CONSEQUENCES
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Drive over sharp Car crash resulting
object in road in damage
. Crash resulting in
Vandalism \ ‘ / njury
Overpressure Crash resulting in
\ / death of dniver
Poor tyre Blow- Multiple collision:
condition ™ ——— R o —_— many deaths
etc. elc.

Figure 2
Part of the risk picture for a tyre blowout
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A formal assessment would examine possible cvents and their consequences in
a systcmatic way, ascribing numerical valucs to cvent and outcome likclihoods
by scrutible procedures.

An cxample of a formal assessment 1s illustrated in FIGURE 3 (from BELLAMY
ct al, 1986), which shows a fault tree for the event “failurc to launch lifeboat at
first attempt” from an offshore platform. This is a logic diagram showing thc
interrclationships between all of the contributory causcs (not identificd in
diagram). The human errors are highlighted. This form of analysis attempts to
look at the total system. It treats the human operator as a component of the
system, demands all the failure modes of the operator to be considered and
ultimately requires the estimation of the probability of these modes.

Risk assessment is a scrutible method which is generally applied to ‘in-
voluntary’ risks (eg. the risk posed by a chemical plant), and which quantifics
risk and makes comparison with a criterion. Decisions can then bc made as to
whether the risk is ‘acceptable’ or whether the sclection of a particular design or
procedure is preferable to another. A formal risk assessment would produce
quantified answers to questions concerning, for example, the risk to life or the
environment from the siting of a particular chemical installation.

In risk assessment, the expression of likelihood as a number (probability or
frequency) is useful because it allows comparisons to be made easily, for
example, with a performance standard. However, thc numbers are not cxact.
Uncertainty exists to a degree that is dependent upon knowledge ol

+ past events;

« causal relationships.

This leads to the question of whether human error can be quantificd.

Is it possible to quantify human error?

In answering this question, the first responsc must be that it is possible to
produce numbers to indicate the likelihood of error in tasks with known or
assumed characteristics. A great deal of effort has gone into the development of
Human Reliability Assessment (HRA) techniques over the past decade. The
results of IIRA are expressed in the form of human crror probabilities or ralcs:

Human error probability (HEP) = Number of ecrrors
Number of opportunitics for error

Number of ecrrors
Total task duraton

Human error ratlc =

HEPs are typically in the range of 1 to 0.00001. Note, however, that cstimates
of task success must take account of crror rccovery. For example, HEPs for
using a calculator are high, but there are opportunitics for recognising and
correcling errors.

However, formal assessments requiring data on human crror probabilitics
suffer from a lack of empirical data such as experimental, simulator or historical
data. Thercfore it is often necessary to generate data for new tasks and
technologics using specially developed assessment methods.
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Figure 3

Schematic of a fault tree for lifeboat launching showing
human error contributions

Journal of Health and Safety

March 1991



The quantification of human fallibility 19

HRA techniques have some or all of the following characteristics:

Identificauon of relevant tasks performed (or to be performed) by operators;
Representation of cach task by some method or model (eg. decomposition
of the task into its principal components by task analysis methods to
determine opportunites for error and crror recovery);

Identification of conditions which affect error probability or rate (per-
formance shaping factors);

Use of data derived from historical records or judgements (and usually
both);

The prescription of error reduction stratcgies..

It is not the intention here to go into detail about the different kinds of
techniques. This task has recently been accomplished by the Human Reliability
Asscssment Group (HUMPHREYS, 1988). However, it is useful to consider the
different kinds of approach. These tend to fall into onc of three categorics:

Data bank approaches — which provide scts of error probability data and
performance shaping factor multiplicrs along with the modclling technique —
for example:

— Technique for Human Error Rate Prediction (THERP) developed by
SWAIN and GUTTMANN (1983) for the nuclear industry.

— Human Error Assessment and Reduction Technique (HEART), which
explicitly considers performance shaping factors such as experience,
overload and information problems (WILLIAMS, 1988).

Time dependent models — for example:

— Human Cognitive Reliability (HHCR) tecchnique for assessing operating
tcam rehiability under time constrained emergency conditions (HANNA-
MAN et al, 1985). Here, data are provided on the probability of failing to
diagnosec and respond to an abnormal event within time T after a signal
indicating abnormality.

Expert judgement approaches — for example:

— Paired comparisons (PC) (HUNNS and DANIELS, 1980). Here, experts
compare many pairs of tasks, at least two of which have known HEPs.

The latter are used to calibrate a scale of tasks in terms of relative error
likelihood.

— Absolute probability judgement (APJ) or Direct Estimation (COMER et al,
1984. Methods range from simple guessing to the use of a group of
cXperts.

— Influence Diagram Approach (1DA) (PHILLIPS et al, 1985), which models
and weighis the combined influence of performance shaping factors as
well as using direct estimation of HEPs.

Howcver, the quantification of human error poscs problems for a number of
rcasons:

« The modcelling of error causcs has only recently been influcnced by cog-

nitive psychology. Although this has provided an insight into error causal
mechanisms and crror classification, there are no causal modcls which can
be used to generate HEP data without the use of expert judgement or
historical data.
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« Incident records rarely describe the performance shaping factors (PSES) or
conditions under which the human errors were made. This makes it difficult
to generalise from failure data for specific tasks to others that are similar.
PSFs are important because they have a significant effect on human error
probability. FIGURE 4 shows how extensive the range of PSFs for consider-
ation might be (although in HRA one usually considers only the major ones).

MAN-MACHINE

INTERFACE S TASK
CHARACTERISTICS DEMANDS CHARACTERISTION
(DISPLAYS AND Perceptual Frequency
CONTROLS) Physical Repetitiveness
Sufficiency Compatibility v Workload
Location  Ease of operation Vi 8?{13 e Criticality
Readability Reliability Continuity
Distinguishability Meaning Duration
Identification Feedback Interaction with other tasks

INSTRUCTIONS AND
PROCEDURES

Accuracy Ease of use
Suffidency Applicability

Clarity Format

Meaning Level of detail
Readability Selection and location

INDIVIDUAL FACTORS

Capacities Personality
Training Physical condition
Experience Attitudes
Skalls Motivation

Knowledge =
Revision
SOCIO- STRFSSES
TECHNICAL Time pressure
FACTORS Workload
g High risk environment
Manning Monotony

Work hours/breaks
Resource availability
Actiona of others

Fatigue/pain/discomfort

Conflicts
Isolation

ENVIRONMENT

. So_nal pressures Temperature Distractions
Organisation structure Humidit Vibration
Team structure Noi y Noise
Communication L onse Lightin
o Vibration ghing
Authonty Lighting Temperature
Responsibility Workspace Movement constriction

Shiftwork
Incentives

Group practices
Rewards and benefits

Figure 4
Performance shaping factors

« Incident records only reflect errors which have been identified and which
resulted in some notifiable consequence. They do not record cither
opportunities for error or error frequencies with no consequence (eg.
because of error recovery) unless there is a good ‘near miss’ reporting
scheme. It is not possible to determine, therefore, what the true error rate is
although attempts can be madc by estimating opportunitics for error.

Journal of Health and Safety March 1991



The quantification of human fallibility 21

« Techniques which provide data, such as THERP, do not provide the original
data on which the numbers are based.

« Therc may be bias in making expert judgements and in judging crror
probabilitics for new designs of systems which have not yet been operated,
although progress has been made in ‘structuring’ the judgements in order to
reduce the bias. '

« Many of the quantification techniques have not been validated and can suffer
from variability in analysts’ modelling and judgements.

Conclusion

Bearing in mind the limitations described above, some attempt at quantification
must be made in order to assess the human contribution to risk. It is also
necessary in order to be able to prioritise design improvements which will
reduce this risk. Work on the quantification of error must continuc in order to
improve safety and reliability. Interest from industry and regulators is already
extending to the even more complex problem of how to quantify the effects of
management quality on risk (BELLAMY et al, 1990).

Quantification is useful because: : .
« the process of quantifying requires a systematic examination of a system;
- it provides data necessary for decision-making such as prioritising design
improvements;
« it prompts the identification and understanding of differences which might
otherwise be overlooked;
« it is part of the process of risk reduction. -
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