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ABSTEACT

There is a common mode failure which can bypass design safeguards and is
often overlooked in hardware-orientated risk assessment, namely human
error. In plant design it is difficult to cater for all human errors,
and a risk assessment apprecach that does not look at human errors
explicitly may omit a critical failure path. Many major accidents have
occurred which highlight these points, and a few examples are given.

1ile there is relatively little controversy about the importance of
human error, its evaluation is beset by problems of identifying what
errors could occur, and by lack of a proven methodoleogy and data for
estimating human error rates.

This paper discuses an approach to incorporating human reliability into
probabilistic risk assessment, using actual examples. Human reliability
analysis revealed important failure modes which would not have been
found by the conventional hardware analysis. This led to significant
design recommendations. The examples emphasise a system-orientated
approach in which the engineering and behavioural science contributions
are closely integrated.

It is concluded that human reliability is an essential component of risk
assessment and that it 1is practical to assess human reliability fo
specific operations at the design stage.



1. INTRODUCTION

Experience of actual accidents shows that human error is often a contrib-
utory factor. Howland (1980) gave several examples of this, and it is 3
common experience in reviewing data bases of historical accidents in the

process industries, that a significant proportion (typically 30-50%) are
ascribed to "human error”.

In risk or reliability analysis, even those failure modes which are
normally treated as spontaneous mechanical failures can often be shown to
have root causes in human decisions, lapses of judgement or omissions.
Indeed, it can be argued that every failure is ultimately caused by some
sort of human error. Current methods of risk analysis for the process
industries, however, tend not to treat human error explicitly, but merely
include it as one of many possible contributers to failure statistics.
Although this means that the overall estimates of risk are unbiased (as
far as human errors are concerned) on an industry-wide averaged basis, it
remains unsatisfactory because the results of such an analysis are un-
responsive to design changes which could be made to reduce the probabil-
ity of human error. Since human error is a significant contributor to
the total risk, it offers a rich potential for the improvement of plant
safety, and therefore must be treated explicity and in some degree of
detail, in any safety analysis.

Because of the great versatility of human beings, not only in their
resourcefulness in dealing with emergencies, but also in the great
variety of mistakes that they are capable of making, it is very difficult
for the designer of process plant and the man-machine interface to take
account of all possible human error, or to deal with these problems by

operational management and procedure design. Nevertheless, these are
very important tasks which must be attempted in a systematic and
scientific manner. The designer therefore needs some method for

assessing the merits of any particular design or scheme, and for
determining improvements which could be made to the hardware and
operating procedures which would have a beneficial effect on that
assessment. The ideal way to make such an assessment is to quantify the
error rate, and it is an important current challenge to develop accepted
methodologies for this purpose.

These aims call for a new collaboration between systems and engineering
experts on the one hand and psychologists and ergonomists on the other.
In this paper, we describe ways in which these multidisciplinary studies
can be structured so as to combine the skills of these experts in an
appropriate way, whilst generating results which are of direct utility in
the improvement of plant and contrcl room designs, and in the improvement
of operational safety. The paper outlines several of the techniques of
human factors and total system analysis which may be brought to bear on
this question, and gives examples based on experience of real industrial
problems.



2, OVERVIEW OF TECHNIQUES

A single method of approach will not suffice for all types of "human
factor" prisk analysis, The choice of method depends on the level of

detail required, the information available, the role of the operator, and
the system itselr,

The cverall logical framework for the analysis is the 3ame as for g3
"hardware-orientatedn risk analysis, but includes contributions from
human factors analyses in the manner shown in Figure 1., This shows the
general case, in which the operator may appear both as a cause of failure
(due to maloperation op maintenance errors) and as a potential
preventative factopr (by taking 'recovery actions'),

(Section 5 below) and Event Tree Analysis (Section 6). The former is
used to deseribe causes which lead to the initiation of an accident and
the latter is useq to deseribe situations in which a defined event
(typically‘ a8 process failure) could lead to a multitude of different
outcomes, dependent upen both human and system factors. Each of these
techniques requires definition of particular human actions or errors

hear alarm"), and, for each of these, a quantifieation in terms of
probability of erpor per demand.

Two human factors techniques for identifying human failure modes are Task
Analysis (Section 3 below) and "Baprrieprn Analysis (Section 4), Task
Analysis examines the operator and the procedures which he or she is
expected to follow. It breaks these down into steps and defines for each
step what resources are available and what loads are imposed on the
operator. From this, opportunities for human error can be identified.
Barrier analysis, on the other hand, considers one particular type of
acclident and lists all the factors (physical and procedural) which tend
to prevent that accident, both before and after the event has been
initiated. Failures of each of Lhese, caused by a human error or a
failure to take the right recovery action, are examined,

Quantification of human erropr probabilities is necessary for both Fault
Tree and Event Tree analysis. Quantification uses as a basis the
qualitative description of the human error derived from a Task Analysis
or Barrier Analysis, coupled with a quantification technique such as use
of error rate data (e.g. THERP) or influence diagrams coupled with expert
Judgement. Thesa quantification techniques are deseribed in Section 7.

3. TASK ANALYSIS

Task analysis is a tool for describing in detail what an operator has to
do, and the information and controls that are used, available and
required to do it Successfully. Task analysis is therefore not only a
formal way of describing the operator's task, but alsc a way of examining
the task demands in relation to the limitations of the human operator
(see Drury, 1983),
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The major function of task analysis in risk assessment is to identify
opportunities for error and sources of error, All task analysis
techniques have in common the characteristie that the task is broken down
into smaller components of behaviour. This may be done hierarchieally,
a3 sub-operations which are progressively broken down into smaller and
smaller components, or Sequentially. The first stage of a sequential

analysis, for example, lists the required sequence of operator actions to
achieve the task goal.

The next stage of the method 1is to determine the demands made on the
operator in performing the task components. For the purposes of risk
assessment, the interest 1s principally to determine how the operator
could fail to meet these demands and why. For example, the analyst might
ask whether the demands on the operator's memory might exceed capacity
and therefore result in omitting to perform a particular task component.
Consideration of the amount of system support that is given to the
operator, such as memory aids, would be relevant when assessing the
effect of the design of the system on error.

In order to identiry errors, we have used a basic error classification
system which includes all possible errors:

Omission: Omit required behaviour

Commission: Operation performed incorrectly, (eg. too much,
too little), wrong action, action out of sequence.

Action not in time: Fall to complete an action in time or perform it
too late/too early.

Extraneous act: Perform an action when there is no task demand.

Error recovery Many errors can be recovered before they have a

failure: significant consequence. However, failure to do

this can itself be an error.

When defined for a particular task, these errors are expanded in a task-
specific form.

An example of a task analysis for closing a valve following a release is
shown in Table 1. This analysis was carried out in order to help
engineers calculate manual valve closure times following a chemical
release.

When applying this technique we have found that, for complex tasks at
least, it is best to use an expert with extensive field experience of the
operation or syatem under study, to help in task description, identifi-
cation of errors and sources of errcr. In the analysis shown in Table 15
the role of the operations eéxpert was to answer gquestions such as:

"Are there likely to be any operators nearby if a leak occurs?",

"Will there be an alarm in the control room?",

"Is the reliability of the warning system good ie. will the operators
believe 1it?m,

"Is there likely to be a formal procedure to be followed when leaks
oceur?", ete.



TABLE 1

TASK ANALYSIS FOR OPERATION OF AN ISOLATION VALVE FOLLOWING

A RELEASE (to aid calculation of valve closure times)

BEHAVIOURS INVOLVED
REQUIRED OPERATOR
RESPONSES

POSSIBLE HUMAN
ERRORS

PERFORMANCE SHAPING FACTORS

L.
PRET ALARM OR WARNING

DETECT AND INTER-

failure

o Operator present o No operator 0 Presence of operators in
when warning/alarm present field to hear/see leak.
occurs. o Contrel room manning.

o Detect that alarm/ |o Alarm/warning |o Man-machine interface design.
warning has not detected o Attention-gaining qualities
occurred of warning/alarm signals.

o Vigilance of operators.
o Workload of operators and
other stress factors.
o Training/knowledge/experience
o Communication system
o Interpret meaning |c Meaning inter- |o Man-machine interface design.
preted in- o Reliability of warning/alarm
correctly. system.
o Design of diagnostic
techniques.
o Training/knowledge/experience
o Stress factors

2. CLOSE VALVE

o Identify correct o Incorrect pro- |o Procedure design.
procedure associ- cedure identi- |o Training/knowledge/experience
ated with alarm. fied. o Stress factors

o Decide to follow o Decision error |o Training/knowledge/experience
procedure (procedure not |o Stress factors

foilowed) o Procedure design
o Penalties for incorrect
action

o Identify correct o Incorrect valve
valve identified

o Operate valve o Incorrect
control correctly control opera- |o Man-machine interface design.

tion o Procedure design.

o Check operation o Fail to check o Stress factors
effective o Checking error |o Training/knowledge/experience

o Correct error(s) o Error recovery




Apart from its use in risk analysis, Task Analysis is a complete
technique in its own right and, if the study has been done to sufficient
depth of detail, it can be used to generate recommendations for design of
hardware, training and procedures.

4. THE BARRIER APPROACH

Barrier analysis starts by cataloguing hazards, sources of energy etc.,
which could lead to an accident. It then identifies the barriers
preventing these accidents and, by specifying how they function,
determines how they may fail. Often, these barriers are physical, but
can be circumvented by human action (eg. inhibiting a trip), but some of
the barriers are of a non-physical kind themselves. As an example, white
lines in the middle of a road and rules about always driving on one side

are not physical barriers, and yet they work extremely well in preventing
head-on car collisions.

The non-physical barriers are Just as susceptible to failure as the
physical ones, yet their failure modes are often not investigated
thoroughly in risk analyses. The mechanism of failure often results from
conflicts of interest which are imposed on the operators, For example,
in 0il well drilling, too rapid pulling of drill pipe out of the well may
result in a 'kick', yet drillers are often given incentive payments for
speed of drilling and so may be tempted to violate this procedural
barrier. Barrier analysis is particularly useful for identifying such
'extraneous' factors, which might not be found by task analysis.

An example for overcoming some of the physical barriers on an offshore
oil platform is shown in Table 2. This uses the actual design features
of a particular installation.

The overall approach is as follows:

1) Identify hazards (eg. failure of wellhead)

2)  Define barrier function (eg. dropped object protection (DOP));

3) Identify associated design features (eg. DOP deck):

4) Identify associated human errors that could cause barrier failure
(eg. leave DOP hatch open);

5) Define barrier recovery functions (eg. restore system to pre-error
state).

6) Identify other design features associated with recovery (eg.
shutdown systems)

The advantage of this approach to error identification is that it can be
used to lock at a complete system in a total risk assessment. However,
the level of error identification will not normally be as detailed as
that derived from a task analysis.



TABLE 2

EXAMPLE OF THE USE OF A BARRIER APPROACH TO ERROR

IDENTIFICATION
BARRIER BARRIER FAILURE
Function Type Design Features & Human Errors
Assumptions
1.1 Dropped | Physical |o Protective o Drop equipment in areas
object pro- decks not protected.
tection (DOP) o Drop out area o Deck not constructed or
installed according to
design.
Assumptions: o Deck not inspected and
o Securing of maintained according
heavy equipment| to design.
o Inspection error (miss/
false alarm).
o No design 0 Maintenance error.
€rrors o Failure to secure
heavy loads/equipment.
o Leave DOP hatches open.
1.2 Contain-| Physical |o Vessels. o Valve operation errors.
ment and iso- o Pipework. o Hose connection errors.
lation of o Gas/oil tight |o Failure to use hot work
flammables decks and tent
enclosures o Failure to maintain
o Hydrostatic hydrostatic well barrier
barriers o Inadequate cementing of
o Cement casing
o Valves o Equipment not con-
o Blowout structed or installed
preventer(BOP) according to design
o Interlocks o Inspection error (miss/
false alarm).
0 Maintenance error
o Failure to operate BOP
or failure to operate
it correctly
Assumptions: o BOP removed at wrong
o No design time
eTTOTS o Cutting into/breaking/
opening/drilling into
live vessel/pipework
o Leaving open or

propping open gas tight
area doors.
Disable interlock.




5. USE OF FAULT TREE ANALYSIS

In a comprehensive risk analysis, fault trees are often used as a means
of analysing qualitatively the behaviour of a system under fault condi-
tions, and to provide a method of quantification of failure frequencies.
By its nature, fault tree analysis starts from a definition of the
unwanted accident, then identifies all the immediate causes of that
accident. For each of these immediate causes, further more basie causes
are then identified, until the level of detail cannot be further
elaborated. In the development of the logic diagram describing the
inter-relationships between all of these contributory causes, human
errors arise as an inevitable and natural part of the overall logic
structure.

Fault tree analysis is, therefore, a very good example of analysis
techniques which 1look at the "total system". It treats the human
operator as a compenent of the system, and it requires consideration of
all the relevant failure modes of that operator, and ultimately
estimation of the probability of those modes. This method of analysis is
particularly suitable for systems in which the part played by the
operator can be reasonably well defined, and does not contain too much
complexity due to "common mode™ faults on the part of the operator,.
Unfortunately, the latter are quite prevalent, and the analyst has to be
very careful to take them into account where they may have a significant
effect on the overall analysis.

Once the tree structure has been defined in this way, the next step in a
complete analysis is the quantification of the frequencies or probabil-
ities of the base events themselves, and the evaluation of the top event
frequency by analysis of the tree. As far as the human errors are
concerned, it is obviocusly Just as important that they should be
quantified as that the hardware faults be quantified. Methods for doing
this are described in Section T of this paper.

An example of a man-machine system in which fault tree analysis was 3
very useful tocl is provided by the launching system of a lifeboat
designed for an off-shore oil platform, This system incorporated
mechanical components such as hooks, wires, winches and dampers, all
activated through a hydraulic system of some complexity. 1In this case,
the top event of the fault tree which was of interest could be defined
very precisely, i.e., failure to launch the 1lifeboat at the first
attemptn. The operation of this system was necessarily under human
control, because of the need for Judgements and decisions, sueh as
ensuring that all peraonnel are aboard, properly seated, and that it was
actually necessary to launch the boat.

The fault tree for this case is shown in schematic form, with the human
causes highlighted, in Figure 2. This diagram shows the complexity of
fault trees such as typically arise in process industry or offshore oil
and gas industry fault tree analyses. It can be seen that the human
errors pervade the entire tree, and contribute a significant proportion
of the total number of contributory causes,
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Analysis of this case revealed a large number of failure modes, many of
which were the direct result of human error in operating the controls,
However, since the top event had been carefully defined to include only
failure at the firast attempt, it was not necessary to take account of
error recovery actions, which would have had complicated common cause
links to the original errors which they were attempting to recover.
These recovery actions by the operators were Ssubsequently taken into
account in a separate event tree analysis (see Section 6 below). The
Specific example of the lifeboat launching system was also a favourable
cne for application of fault tree analysis because the design of the
launching procedure involved quite distinct stages, which were unlikely
to give rise to common mede failures. Also, the common mode operator
errors which are most likely to be met in the process industries (i.e.,
operator absent from control room, or incapacitated, or subject to
adverse environmental conditions) dc not apply in this case.

A study of the reliability of a computer controlled blowdown system on a
North Sea platform inecluded human errcrs as well as hardware failures
(Comer and Kirwan, 1985). The top event analysed was "failure to control
the system, leading to overload of the flare™. As part of the study, a
highly detailed fault tree analysis of the Emergency Shutdown (ESD)
System was carried out. Over 90% of all failures involved a single
maintenance error. The ESD failure frequency was predicted to be once
per 120 years. However, if this human error was eliminated, the
predicted frequency became once in 1500 years.

The part of the study relating to flare overload alsoc showed human errors
in an emergency to be the most likely events leading to the top event.
These errors resulted from the lack of coordination and communication
between the central control room operators and the local control room
operator near the compressors. Another significant problem was use of a
misleading colour coding system on the blowdown control panel. This
study demonstrated the importance of human errors in both maintenance and
emergency response (under stress) in a system for which the hardware
itself was otherwise very well designed for its primary funetion.

6. EVENT TREE ANALYSIS

The technique of event tree analysis, or Toperator action trees"
(Hannaman, 1983) as they are sometimes called in the context of human
error, is very useful for analysing situations where the operator has to
react to some unexpected situation. For example, they are appropriate
for describing operator response to a ocontrol room emergency, or
analysing operator recovery actions after some procedural failure.

Many human actions are conditionally dependent on previous actions, and
this is especially true in an emergency situation. If an event has been
misdiagnosed, all subsequent information will be viewed from the room,
perspective of this misdiagnosis, and may 1itself be misinterpreted.
Similarly, the correct performance of actions in an emergency evacuation



can depend on the performance of earlier actions - e.g. the correct
launching of a lifeboat may be impeded if several errors are initially
made, increasing the stress on those individuals in control.

Conditional probabilities are important in the accurate analysis of human
performance after an event has occurred. Event tree analysis is
therefore most useful for examining flexible sequences of events which

may change course depending upon human, hardware, and environmental
responses.

In the case of the lifeboat launching system which was described in
Section 5, the top event of the fault tree analysis was described as
"failure to launch at the first attempt". It proved possible to group
the cut sets of the fault tree for failures at the first attempt into a
relatively small number of generic types, characterised by some
particular dominant obstacle to success, for which a particular diagnosis
and recovery action could be defined. For each of these generic types of
failure mode, it was then possible to draw an event tree describing the
possible paths which the operators might take in trying to remedy the
fault, and also all the mistakes they might make at each stage in this
procedure.

An example of one of these event trees is shown in Figure 3. For each
branch in the event tree, it is necessary to quantify the probability of
the operators successfully completing that step. These probabilities may
be quantified by techniques similar to those described in Section 7, and
in this particular example, the influence diagram technique was used.

For each path down the event tree, the consequences have to be evaluated,
which is essentially an engineering or systems analysis task. In the
case of this particular example some of the outcomes amount to total
success at the second attempt, while others lead to partial success, and
yet others lead to some other kind of catastrophe (see Figure 3).

The overall analysis is completed by quantifying the probabilities of
each of these outcomes within each event tree, multiplying by the
frequency of the particular original failure mode for which this event
tree applies, and then adding up the frequencies of each different type
of ocutcome. Since the outcomes can be broadly classified into only a
small number of types, the frequencies of each of these types of outcome
can be readily estimated.

With this type of analysis, since both the mechanical and the human
errors have been considered and quantified explicitly, including also the
performance shaping factors, it is a straightforward matter to evaluate
the effect of design changes which may either reduce mechanical failure
probabilites or human error probabilities, or give improvements in the
environmental conditions. In the case of this example, it was shown that
the probability of a successful launch could be fairly easily increased
from its initial value of about 78% to about 98%, mostly by means of
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hardware changes which enabled a single universal procedure to be used
for the second attempt at launch, regardless of the failure mode which
had caused the failure at the first attempt. These hardware changes were

not expensive, but greatly simplified the problem of diagnosis which
would have arisen with the original design.

7 QUANTIFICATION

The quantification of human error poses problems for a number of TEasons:
= Many of the quantification techniques have not been validated.

- Incident records rarely describe the environmental conditions (or
performance shaping factors) under which the human errors were made.
This makes it difficult to generalise from failure data for specific
tasks to others that are similar.

= Incident records only reflect errors which have been identified and
which resulted in some notifiable consequence. They do not record
either opportunities for error or error frequencies with no con-
sequence (eg. because of error recovery). It is not possible to
determine, therefore, what the true error rate is although attempts
have been made by estimating opportunities for error.

= Techniques which provide data, such as THERP (Swain & Guttmann 1983),
do not provide the original data on which the numbers are based.

- Some of the techniques for quantification of human reliability
require the use of subjective judgement by experts. Bias in making
expert judgements and in judging error probabilities for new designs
of systems which have not yet been operated exacerbate the problem,
although progress has been made in “structuring” the judgements in
order to reduce the bias,

With these limitations in mind, some attempt at quantification must be
made in order to assess the human contribution to risk. It is also
necessary to be able to prioritise design improvements which will reduce
this risk; the relative values of failure rates are therefore at least as
important as the absolute values.

We have found that the most useful method of quantification has the
following components:

- A large data base consisting of data points from:
o Simulators
o Incident records/accident reports (particularly relating to tasks
of interest)
Experimental studies
Expert judgement
Generic (i.e. not task-specific) estimates
Quantification techniques which have data (eg. THERP).

0o oo0



- Weightings or multipliers for the effects of performance shaping
factors. These values can be derived from the same kinds of sources
as the data base.

- A technique which takes account of the effect of interactions between
performance shaping factors,

In one study on directional drilling of an oil well, for example, it was
necessary to quantify the probability of drilling into a neighbouring
well. This requires knowledge about the positicn of the drill bit, which
is determined by a measurement-while-drilling (MWD) instrument providing
data to the directional engineer in the form of a printout. This has to
be processed by the engineer in order to determine bit position. The MWD

4. This also 1lists some of the important performance shaping factors
that were used to select values from ranges of possible error rates, with
the help of a drilling expsrt. The actual values used are given in the
fault tree in Figure 5, The probability that MWD errors exceed the
planned position uncertainty based on known instrument sensitivity and
reliabil- ity includes the combination of the probability of instrument
error and human epror.

Use of influence diagrams to give structure to "expert judgement®

A useful technique for quantification of human errors is to define 3z
logical structure for the human factors which influence the occurrence of
those errors, which is usually called an "influence diagram" (Phillips,
Humphreys and Embrey, 1983). An example of such a diagram, taken from
the study of an offshore lifeboat system referred to in Section 5, is
shown in Figure 6, Defining the structure of the influence diagram is a
task in which both human factors Specialists and other experts with
knowledge of the operations inveolved must collaberate,

In the quantification of an influence diagram, the method adopted is
similar to that of fault tree analysis, but uses a more comprehensive
description of the states of each of the influences at the base of the
logic tree, In the published descriptions of the influence diagram
technique (Phillips, Humphreys and Embrey, 1983), these influences are
thought of as occupying one of two states, typically "good" and "bad". &
team of experts is asked to assign a "weight of evidence™ to the
propositicn that each of the performance shaping factors is in each of
these states. The total welght of evidence must add up to 100%.

In practice, we have found that this algorithm for quantifing the
influence diagram is unsatisfactory because it does not allow each
performance shaping factor to be in an "average" condition at any time,
even though this is in fact the most likely circumstance. We have
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therefore modified the influence diagram technique to give it a three
point distribution of "weight of evidence" (i.e. "good™, fhad" and
"average"), Furthermore, since it was observed that the algebra by which
Wwelghts of evidence were manipulated in the evaluation of the tree was

identical to probability algebra, we have simplified the terminology by
redefining these weights as "probabilities",

With these transformations, we consider that the influence diagranm
technique is a very valuable tool for structuring the analysis of human
errors in any particular individual procedural step, and, coupled with a
degree of necessary expert opinion concerning the probabilities of the
performance shaping factors, it can provide a trustworthy technique for
quantifing human error probability.

8. CONCLUSIONS

1. Human error is important, and to ignore it may lead to serious
underestimation of risk for a human-machine system.

2 Human reliability analysis can be meaningfully incorporated 1into
conventional risk assessments using fault and event trees combined
with human reliability and human factors techniques.

3. The incorporation of human reliability assessment into risk
assessment with the concomitant recommendations for risk reduction
provides the designer with additional means of reducing risk. In
addition, quantifiction can be used to prioritise human factors
recommendations.

9. RECOMMENDATIONS

1. Data on performance shaping factors and human error from real, as
opposed to experimental, situations are extremely hard to find. An
effort to categorise and collect such data in a asystematic way
should be made. This would need a coordinated effort involving a

number of organisations that already have, or could collect, such
data.

2 Experimental programmes are required to validate human reliability
prediction techniques.

3. Risk assessments which include human error components have been made
but are rarely published. Publishing more case studies would
promote the use of human reliability assessment, facilitate peer
review and enhance its acceptability as a tool.
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